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Practical	Exercise:	Introduction	to	load	balancing	a	simple	website	
One of the major benefits of cloud computing is the ability to grow and shrink the capacity to service user demand 
efficiently as this demand varies over time – hence the term “elastic” computing.  An additional benefit is that this 
capacity can be spread across multiple physical locations to provide increased reliability. This is usually achieved by 
replicating resources and balancing the load between these replicas. 

In this lab we will install a web server on a “master” instance and configure a load balancer to direct traffic to multiple 
replicas of this. For this initial exercise, these replicas will be created manually rather than with auto-scaling.  

Part	A.	“Master”	instance	and	AMI	(this	part	is	the	same	as	in	auto	scaling	exercise)	

1. Launch	a	standard	Amazon	Linux	2	instance.	
• Choose	t2.micro	in	step	1	
• Tag	the	instance	with	a	suitable	name	in	step	3	–	e.g.	“Master	web	server”	
• Ensure	the	security	group	chosen	in	step	6	allows	inbound	SSH	and	HTTP.		

2. Connect	to	your	EC2	instance	with	SSH/PuTTY.		

3. Install	the	apache	web	server	(httpd),	enable	at	startup,	and	start	service.	
sudo yum update -y #	ensures	OS	patches	are	applied 
sudo yum install httpd -y #	install	server 
sudo systemctl enable httpd  #	start	server	at	boot 
sudo service httpd start #	start	server	now 

You	should	now	be	able	to	browse	to	the	public	IP	address	or	the	public	DNS	name	of	your	instance	and	see	
the	apache	default	page.		

4. Create	a	new	default	page:	
sudo nano /var/www/html/index.html #	editor	to	add	custom	content	(CTRL-x	to	quit) 

Any	content	is	fine	here,	even	"Hello	World".	Refresh	the	page	in	your	browser	to	check	that	it	worked.	

5. Stop	the	instance.	When	it	has	stopped,	select	Actions	->	Image	->	Create	Image		

6. Give	the	image	(AMI)	a	name	and	description.	It	takes	a	couple	of	minutes	for	the	image	to	become	available.	
You	can	check	the	status	by	clicking	on	AMIs	on	the	left	side	menu	in	the	EC2	console.	

	
	

Part	B.	Load	balancing	

The	steps	below	are	similar	to	those	detailed	at:	
http://docs.aws.amazon.com/elasticloadbalancing/latest/userguide/load-balancer-getting-started.html 

7. Launch	three	instances	based	on	your	AMI,	one	for	each	of	the	three	Availability	Zones	in	the	Ireland	region.	
Do	this	by	selecting	the	AMI	and	clicking	Launch.	

• Leave	as	t2.micro	in	Step	2	
• In	Step	3:	Configure	Instance	Details,	change	the	Subnet	setting	from	"No	preference"	to	your	chosen	

subnet	and	a	different	one	in	each	case	(options	are	eu-west-1a,	eu-west-1b,	eu-west-1c).		Select	an	
appropriate	VPC	(e.g.	default).	
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• In	Step	5,	I	suggest	tagging	your	instances	with	a	Name	of	"a",	"b",	or	"c"	to	reflect	the	availability	
zone	subnet.	

• Ensure	the	security	group	chosen	allows	inbound	HTTP	and	SSH	traffic	
• Log	into	each	instance	separately	and	make	a	small	edit	to	the	home	page	to	help	identify	it	–	i.e.	

zone	a,	b,	c.	

8. Go	to	Load	Balancers	in	the	EC2	dashboard	and	select	Create	Load	Balancer	and	Create	under	Application	
Load	Balancer.		

9. In	Step	1	give	your	load	balancer	a	name	and	under	Availability	Zones	select	the	correct	VPC	(e.g.	
default).The	default	listener	(port	80)	is	ok.		Under	Availability	Zones,	select	all	three	subnets.	

	
10. Skip	Step	2.	In	Step	3	select	a	security	group	that	allows	inbound	HTTP	(port	80)	

11. In	Step	4,	give	your	target	group	a	name	and	leave	the	defaults	for	everything	else.	

12. Step	5	allows	you	to	register	each	of	your	instances	with	the	load	balancer.	Select	your	instances	and	“Add	
to	registered”.	
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13. After	a	few	minutes	you	should	be	able	to	test	your	load	balancer	with	a	browser	by	navigating	to:	
http://load-balancer-dns-name.	This	DNS	name	can	be	found	on	the	main	Load	Balancers	view:	

	
14. Exercise:	Examine	the	apache	log	files	on	each	of	your	instances	and	try	to	trace	a	particular	refresh	of	

http://load-balancer-dns-name	to	find	out	which	instance	handled	that	particular	request.		You	can	find	
apache	logs	in	/var/log/httpd/. 	A	useful	command	for	this	is:	

sudo tail -f /var/log/httpd/access_log 

15. Delete	your	load	balancer	when	you	are	finished	testing	it	rather	than	leave	it	there	indefinitely.	It	is	easy	to	
re-create	it.	Application	load	balancers	are	charged	at	2.52	cents	per	hour	which	works	out	a	little	over	$4	
per	week.	Note	there	is	no	need	to	keep	the	master	instance	that	you	created	in	Part	A.	This	can	be	re-
created	any	time	from	the	AMI.	

Appendix:	AWS	Load	Balancing	Architecture	

 
AWS Load Balancing Architecture	


